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Abstract

For bandwidth-efficient streaming of 360-degree videos,

the streaming technique must adapt both to the changing

viewport of the user and variations of the available network

bandwidth. �e state-of-the-art streaming techniques for this

problem a�empt to solve an optimization using simplified

rules that do not adapt very well to the uncertainties related

to the viewport or network. We adopt a 3D-Convolutional

Neural Networks (3DCNN) model to extract spatio-temporal

features of videos and predict the viewport. Given the sequen-

tial decision-making nature of such streaming technique, we

then apply a Reinforcement Learning (RL) based adaptive

streaming approach. We address the challenges of using RL

in this scenario, such as large action space and delayed re-

ward evaluation. Comprehensive evaluations with real net-

work traces show that the proposedmethod outperforms three

tile-based streaming techniques for 360-degree videos. Com-

pared to the tile-based streaming techniques, the average

user-perceived bitrate of the proposed method is 1.3–1.7 times

higher and the average quality of experience of the proposed

method is also 1.6–3.4 times higher. Subjective user studies

further confirm the superiority of the proposed approach.

1. Introduction

Recently, there has been a significant interest in stream-

ing immersive multimedia content, such as 360-degree

videos, over the Internet. �eir popularity on streaming

platforms like YouTube or Facebook is on the rise. A major

challenge of streaming such videos is the amount of video

data to be downloaded. Due to the panoramic nature of

360-degree videos, video data could be an order of mag-

nitude larger than conventional videos to achieve similar

video bit rates [4]. But the viewer only views a small por-

tion (viewport) of the downloaded 360-degree scene. So,

much of the network bandwidth is used up by content that

is not actually viewed. �is amounts to much poorer�al-

ity of Experience (QoE) relative to conventional videos

when there is a network bandwidth constraint. �is is-

sue is compounded when the available network bandwidth

varies over time in an unpredictable fashion as is common

over the Internet [27].

Adaptive video streaming techniques [32, 40, 19] have

addressed the la�er problem by first encoding the video

into multiple chunks of a fixed duration at multiple rates

on the server. �en it delivers the video chunks at a rate

that bestmatches the conditions (for example, player buffer

level, available bandwidth at that time). �e rates here re-

flect different compression levels and thus different view-

ing qualities. �ese techniques basically solve an optimiza-

tion problem that a�empts to maximize the overall QoE

(e.g., be�er video quality and less stalls) under the band-

width constraint. Since the decision on the video qual-

ity must be made in advance of the actual download, the

network bandwidth needs to be estimated. A�empting to

download a higher quality than the network can support

may lead to stalls. Such adaptive streaming is now widely

adopted for streaming regular videos over the Internet [32].

Recent work has extended this for 360-degree videos by

combining with viewport prediction [7, 10, 28, 38, 26, 42,

15], where an independent technique predicts the user’s

viewport in advance by observing the viewer behavior

(head tracking) and prior static analysis of the video. �is

prediction is used to download a part of the 360-degree

scene, pu�ing more emphasis on the part the user is likely

to view. �is is achieved by dividing the scene into tiles and

then choosing what tiles to download and in what quality

for each video segment.

Overall, such viewport-adaptive tiled streaming for 360-

degree content must run a complex optimization in real

time in presence of multiple uncertainties. It strives to im-

prove video QoE that depends onmultiple parameters such

as video quality (or encoding bit rate) and stall behavior. It

must make decisions what to download and in what en-

coding quality, under uncertainties such as network band-

width and user viewport. Decisions made at any instant

impact the state of the downloading client and also future

QoE. Choosing what and when to download is a sequen-

tial decision-making process, and it is very much amenable

to Reinforcement Learning (RL) [34]. Exploiting RL for

adaptive streaming of 360-degree videos is the focus of this
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work. Ourwork is inspired by recent RL-basedmethods for

conventional video streaming [23, 31] and multi-camera

image acquisition [35].

However, applying RL to 360-degree tiled video stream-

ing is not straightforward. First, the state and action spaces

are large. For example, if we use typical values such as 24

tiles and 6 video encoding quality levels, the search space

becomes (6+1)24, while there are only 6 choices for a reg-
ular video. To address this problem we take the approach

of deciding on and downloading one tile at a time instead

of trying to make a decision for all tiles at once. �is has

the added benefit of a more frequent sampling of available

network bandwidth, leading to a be�er bandwidth estimate

and shorter adaptation cycle. But there is another chal-

lenge: the reward signal for the RL agent is not available

immediately a�er the agent takes an action. �is is because

the reward is defined based on the QoE, which cannot be

evaluated until all the necessary tiles for playing a video

segment have been downloaded.

Our contribution in this work is developing an RL for-

mulation that addresses the above challenges. We learn a

streaming policy that decides sequentially the tile and tile

quality to download and the policy can be trained with

delayed rewards. Our evaluations show that the use of

RL in this fashion provides a much more agile streaming

technique that adapts well to the changing network and

user viewport. �is provides a significant step-up from

the state-of-the-art in 360-degree video streaming litera-

ture [10, 16, 28, 38, 26], where simplified/fixed rules are

used without any learning component. In the work closest

to ours, DRL360 [42], RL is indeed used but this study does

not address the large action space challenge. Instead, it set-

tles for downloading all tiles outside the predicted viewport

in the lowest video quality, while downloading predicted

viewport in just one encoding quality matching the avail-

able network capacity. When the viewport prediction is

inaccurate, this leads to a high quality variance with the

viewport.

Overall, we explicitly consider the need for stream-

ing different video tiles with different bitrates and for re-

downloading tiles at a higher encoding quality if the net-

work condition allows. We propose a formulation with

a manageable action space and a short adaptation cycle

that works with delayed reward signals. In a compre-

hensive evaluation with other techniques, we show that

our method quantitatively outperforms the state-of-the-

art methods. We also perform user studies to evaluate

our methods qualitatively and tie quantitative measures to

users’ perception.

2. Adaptive Streaming and Related Work

Adaptive Streaming. For adaptive streaming, a 360-

degree video is divided across both time and space. Across

time, the video is split into multiple chunks of fixed dura-

tion, called segments, similar to conventional video stream-

ing. Across space, each segment is split into multiple tiles.

�is is done a�er a projection from the 3D sphere to a 2D

plane, e.g., equirectangular projection [25, 17]. �us, the

<segment, tile> tuple is the unit of encoding, storage, and

network communication. Each <segment, tile> tuple is

encoded in multiple quality levels (i.e., encoding bitrates)

at the video server.

In general, tiles are smaller than the viewport (the field

of view of the user), so multiple tiles are needed to cover

the viewport. �e video content needs to be downloaded

in advance of playback. �us, at the time of download, the

viewport of the segment being downloaded is unknown

andmust be predicted. �e prediction is modeled as a prob-

ability distribution over all possible tiles [10, 26]. Given this

prediction as an input, our task is to select the tiles along

with their bit rates for the next segment to be fetched sub-

ject to the network constraint. �e network capacity here is

the same as available bandwidth. �is can vary over time

and but can bemeasured (sampled) by noting the download

speed. Overestimating the network capacity may lead to

stalls as the segment may not yet to be completely down-

loaded at the time of playback. Underestimating the ca-

pacity, in turn, will have a smooth playback, but at a lower

video quality than possible. Inaccurate viewport prediction

also leads to similar issues—tiles may be missing at play-

back or have poor video quality. Overall, this is fundamen-

tally an optimization problem: maximizing the user’s qual-

ity of experience aggregated over time, subject to network

capacity constraints. �is optimization is to be addressed

using an appropriate adaptive bit rate (ABR) algorithm.

RelatedWork. ML techniques have been used to improve

video streaming but most prior methods are based on su-

pervised or unsupervised learning [40, 33, 6, 38, 15, 26]. In

this work, we propose to use RL instead, which is more ap-

propriate for adaptive stream given the need for optimal

sequential decisions [34]. A number of recent studies use

RL that uses different features and learn the best strategy to

fetch video tiles. Q-based RL to learn the fetching strategy

has been proposed in [9]. However, this works well only if

the network follows a Markovian property. To resolve this,

Pensieve [23] andD-Dash [13] propose using RL to learn an

effective streaming strategy. However, these approaches

do not scale well for tile-based 360 video streaming. �e

work closest to our work is DRL360 [42]. However, unlike

our work, DRL360 does not support different bitrates for

predicted viewport tiles. Rest of the tiles are assigned with

the lowest encoding quality level.
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Figure 1: Overview of our system design. RL Agent runs at the Video Player. It uses the output of Viewport Predictionmodule

and other status (Buffer, Network) to choose tile rates. �en the player downloads tiles from the Video Server.

Other studies has also used RL to improve perceptual

QoE of video streaming. HotDASH uses RL to improve the

QoE by prefetching temporally high priority segment for

conventional video streaming [31]. Another study called

Qarc uses deep neural networks to improve the perceptual

quality of experience of streaming videos [18]. �ese stud-

ies are orthogonal to our technique, and can be combined

with our technique to further improve the quality of expe-

rience of end users.

Using existing adaptive video streaming ecosystem, one

tile is downloaded at a time for 360-degree tiled video

streaming. However, the existing approaches [42, 28, 26,

10, 14, 37] select the video quality levels of all the tiles of

the same segment all at once, based on bandwidth estima-

tion made at the time of this rate selection. When the tiles

are actually downloaded, this estimation can change yet

the techniques do not allow for any further adaptation.

More recent works [36, 12, 21, 30] uses RL for video

streaming but limited in adaptiveness. For example, [30]

uses RL to direct viewers to points of interest which are

predefined by the content producer instead of streaming

based on true user’s viewpoint. [21] also uses RL to select

a rate for a predicted FoV but it groups tiles into a fixed

number of regions (I FoVs) and RL agents select rates for

those groups. Our results already show that ATRIA out-

performs a technique that groups tiles into 4 levels. [12]

has sequential decision making for tiles, similar to ATRIA,

but uses lower performance RL technique [36].

3. Proposed Approach

We use deep RL to learn a streaming policy that can

adapt to the predicted behavior of a viewer and the dy-

namics of the network conditions. We name the result-

ing streaming policy ATRIA (Adaptive sTreaming using

ReInforcement leArning). Figure 1 illustrates the pipeline

of our proposed system. ATRIA assumes that a video for

streaming has been divided into smaller spatiotemporal

subvolumes (Section 2) and hosted at the video server. �e

core of ATRIA is an artificial agent (RL agent in Figure 1)

that determines the downloading order and the download-

ing bitrate for each subvolume. Using viewport prediction,

network conditions and other status, the agent follows se-

quential decision process to maximize the sum of rewards,

where the rewards are defined on the quality of viewing

experience. In the following, we describe the main compo-

nents of our RL formulation, including the state represen-

tation, the reward function, and action space.

3.1. State Representation

�e state is designed to represent various characteris-

tics of video segments, network conditions, and expected

viewer’s behavior. �e state st at time t contains:

• [τt−1, τt−2, . . . , τt−n]: downlink throughputs mea-

sured for the previous tile downloads, where n is the

number of past downloads considered.

• [δt−1, δt−2, . . . , δt−n]: download times taken for the

previous n downloads.

• [s1, s2, . . . , sK ]: sizes of tiles in K different qualities

(encoding bitrates).

• [p1, p2, . . . , pN ]: the probabilities that the tiles will be
viewed, where N is number of tiles.

• [q1, q2, . . . , qN ]: qi is the quality level selected for ith

tile of segment being downloaded. qi = 0 if the tile

has not been downloaded yet.

• [b1, b2, . . . , bN ]: quality levels of the tiles of the previ-
ously downloaded segment. bi = 0 for tiles that were
not downloaded.

• ct: number of segments remaining at the time of

downloading this segment.

• αt: video player buffer size in seconds of playback.

i.e. the duration of the video segments that have been

downloaded but waiting in the buffer to be played.

�ese input features for the state representation are also

depicted in Figure 2.
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Figure 2: High-level network architecture of ATRIA.

3.2. Action Space

We consider two action spaces, leading to adaptive

streaming methods: ATRIA and ATRIA-2.

ATRIA: Adaptive tile ordering. �e RL network selects

the tiles to download and their download quality for each

action. Tiles are allowed to be downloadedmore than once,

e.g., first with low encoding quality and subsequently with

higher encoding quality when network capacity gets bet-

ter. Some tiles can be skipped (never downloaded). We let

the agent learn what is the best action in each step that

maximizes the accumulated rewards. �e action at at time

t is a pair of positive integers (a1t , a
2

t ). �e first quantity a1t
is the ID of the tile that should be downloaded, and a2t is

the chosen encoding quality level for downloading. In this

work, the policy function πθ is a deep neural network with

learnable parameter set θ. �e input to the network is the

state representation vectors as in Section 3.1. �e last layer

of the network is a so�max layer, and the output of the net-

work is a probability vector of size N(K + 1), where N is

the number of tiles and K is the number of video quality

levels. �e tile ID a1t and the download quality a2t are de-

termined together, not sequentially or independently. We

illustrate this in Figure 2.

ATRIA-2: Fixed tile ordering. �is policy is similar to

ATRIA, but downloads the tiles sequentially in a fixed order,

i.e., tiles 1, 2, . . . , N in that order. At each step, the tile to

download is already determined, and the policy only needs

to determine the bitrate quality to download. It is also pos-

sible for the policy to decide not to download a tile. �ere-

fore, at each action at at time t, there areK+1 action space,
whereK is number of different video bitrates offered. �is

significantly reduces the action spaces compared to ATRIA

action space. ATRIA-2 also learns a probabilistic policy: at

time t, given the state st, action at is selected with a prob-

ability value given by the function πθ(at|st). In this work,

the policy function πθ is a deep neural network with learn-

able parameter set θ. �e input to the network is the state

representation vectors as in Section 3.1. Figure 2 also il-

lustrates ATRIA-2 except for the last layer of action space.

Table 1 compares the design approaches of ATRIA, ATRIA-

2, and a regular method (selects the qualities for N tiles).

Regular ATRIA ATRIA-2

Space Size (K + 1)N N(K + 1) K + 1

Action (a1
t
, .., aN

t
) (a1

t
, a2

t
) at

ai
t
= 0..K a1

t
= 1..N , a2

t
= 0..K at = 0..K

Table 1: Summary of ATRIA& ATRIA-2 design approaches.

3.3. Reward Function

�e reward function is defined based on the quality of

viewer experience, which is high when the video bitrate

is high, the rebuffering time is small, and the playback is

smooth (both spatially and temporally).

Viewer Perceived Video Bitrate. We define viewer per-

ceived video bitrate as the sum of qualities of tiles that

overlaps with the viewport, i.e., tiles that the user actu-

ally views. Tiles that are downloaded but not viewed do

not count toward the user perceived video bitrate. We as-

sume all viewed tiles contributes to the quality of experi-

ence equally. Mathematically, for the ith video segment,

the perceived bitrate Bi during playback is given by:

Bi =

N∑

j=1

βijoij , (1)

where βij is the bitrate of tile j of segment i, and oij = 1
if tile j overlaps with the viewport, and 0 otherwise.

Rebuffering. If the playback buffer has depleted but the

next video segment has not been downloaded completely,

playback stalls and the viewer experiences rebuffering.

We measure the rebuffering duration for each tile j being

downloaded. We define the rebuffering duration during the

download of a segment as the sum of rebuffering duration

for each tile for this segment:

Di =

N∑

j=1

dij , (2)

where dij is the rebuffering duration of downloading tile j
of segment i.

�ality Smoothness Across Segments. Similar to con-

ventional video streaming, quality fluctuation between the

segments also degrades the QoE. We model the quality

smoothness between segments as the difference of user

perceived video bitrates of two consecutive segments. Let

Bi represents the user perceived video bitrate of the ith

segment. �e smoothness measure is defined as:

Si = |Bi −Bi−1|, for i ≥ 2. (3)

�ality SmoothnessWithin Viewport. Unlike conven-

tional video streaming, user might view the scene with dif-

ferent levels of qualities in tiled 360-degree video stream-

ing. �is is inevitable, unless the system downloads all tiles
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in the same quality level. We measure this quality smooth-

ness within a viewport as a variance among the tiles that

overlaps with viewport:

Ui = StdDev {βij |oij = 1} (4)

Penalty for repeating/missing tiles. ATRIA allows a tile

to be re-downloaded with a different encoding quality if

the network condition allows. Rationally, a tile should not

be re-downloaded with a lower quality than what has been

downloaded, so we penalize this undesirable action by giv-

ing an immediate reward of −1.
If the policy does not select tiles that overlap with the

viewport (i.e., missing titles) for segment i, we also assign

a negative reward.

Zi = −

N∑

j=1

oijRij(k) δ(qij = 0), (5)

where Rij(k) is the bitrate of tile j of segment i at quality
level k. qij is the quality level downloaded for the tile j
of segment i; qij is 0 if the title is not downloaded. δ(·) is
the delta function; δ(x) = 1 if x is true and 0 otherwise.

k is set to be the average quality level of the viewed tiles:

k = round((
∑N

j=1
oijqij)/(

∑N

j=1
oij)).

User Perceived �ality of Experience (QoE). Follow-

ing [40, 23] and also [28, 26, 42], the total user perceived

QoE is defined as the sum of user perceived bitrates, re-

buffering, and smoothness for all M video segments:

QoE =

M∑

i=1

(Bi − µ1Di − µ2Si − µ3Ui). (6)

where the µ1, µ2, and µ3 are constants modeling contribu-

tions of rebuffering and quality smoothness on the QoE.

Reward. We define the reward ri for a video segment

i based on the perceived QoE for this segment and the

penalty for having repeating or missing tiles.

ri = Bi − µ1Di − µ2Si − µ3Ui + Zi, (7)

�e reward is defined for each video segment, collectively

for all tiles a�er they have been downloaded and viewed.

�is reward is not defined for an individual download step,

and this corresponds to having delayed rewards.

3.4. Network Architecture and Policy Learning

Network Architecture. Figure 2 shows the high level ar-

chitecture of the actor network. �e critic network has the

same architecture, except for the linear neuron output. All

non-output layers are the same architecture at the actor

and the critic network. We use 1D CNNs to encode the

history of past values, including throughputmeasurements

and download times. We also use 1D CNNs to encode tile

features such as probabilities, file sizes, and selected qual-

ities. �e filter size is 4 and number of filters is 128. For

the number of remaining segments ct and the buffer size

αt, we use a 128-dim fully connected layer with RELU ac-

tivation. �e outputs of these layers of actor network are

connected to a hidden layer with 128 units, followed by the

so�max layer.

Policy Learning. To learn a streaming policy, we use A3C

[24], a state-of-the-art RL method. A3C is a policy gradient

method [11] that asynchronously trains two agents (both

are neural networks): an actor and a critic. Each agent

has its own copy of the environment. �e actor agent is

the policy function for video streaming: in ATRIA, it takes

the state as input and decides the tile to download and the

download quality (a1t , a
2

t ) while in ATRIA-2, it decides the

download quality at. �e critic agent is trained to estimate

the value of the state, called value function. It evaluates

how good the policy is by estimating the expected total re-

ward for a given state s and and the policy πθ . We use the

Temporal Differencemethod [11] to train the critic network.

We use TensorFlow [2] and TFLearn [3] to implement

neural network for both training and testing. �e discount

factor γ is set to 0.99. We configure the entropy parameter

weight to encourage the agent to explore and to exploit its

knowledge about the state space and environment. Both

ATRIA and ATRIA-2 converges. We observe that ATRIA-2

converges faster.

4. Experiments

We compare our methods quantitatively and quali-

tatively with three state-of-the-art 360-degree tile-based

video streaming algorithms: Mosaic [26], Flare [28], and

DRL360 [42]. �ese methods represent the entire gamut of

relevant approaches for bit rate adaptation for 360-degree

video streaming, and they have been shown to achieve

higher QoE than conventional non-tile video streaming

methods. �e methods are evaluated on testing environ-

ments that emulate real network conditions.

4.1. Experiment settings

Emulated streaming environments. We use ten videos

for training and evaluating various streaming algorithms.

Each video is one-minute long and encoded with six differ-

ent bit rates: 0.512, 2, 5, 10, 15, and 20 Mbps. Each video is

split temporally in two-second segments. Each video is ac-

companied with head tracking data from 50 viewers [22].

�e head tracking data is used as the ground truth to eval-

uate the viewing experience of a viewer, not as the input

to any streaming algorithm.

For each pair of video and the head tracking data, we
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(a) Average QoE (8,1,2).
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(b) Average QoE (4,1,2).
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(c) Average QoE (1,1,1).
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(e) Rebuffering.
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(f) Smoothness across segments.
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(g) Smoothness within viewport.
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Figure 3: Comparison of ATRIA and ATRIA-2 with other baseline techniques using CDFs of various metrics: (a)-(c) average

QoE (µ1, µ2, µ3), (d) user perceived bitrate, (e) rebuffering ratio, (f) temporal smoothness, (g) viewport smoothness, (h) user

perceived video quality levels. A point (x, y) on a performance curve means that the metric has a value ≤ x for a fraction

y of the times.

can emulate different streaming conditions and calculate

the quality of experience. �e emulated environments are

based on about 300 real network traces of public datasets:

broadband dataset [1] and a mobile dataset [29]. We lin-

early increase the bandwidth to reflect prevalent Internet

connection speed [5]. We use a large corpus of real net-

work traces for training and a different set of network

traces for testing. In all experiments reported in this pa-

per, the training and testing network environments are

separate. �is amount to 135,000 video steaming sessions

(equivalent to 2,250 hrs, 3 months).

Viewport Prediction. Predicting where a viewer will at-

tend to is an active area of research, e.g., [26, 41, 39]. In this

work, we use the viewport prediction network developed

by [26]. �is is a 3DCNN network that uses the I3D net-

work for human action recognition [8]. �e inputs to the

network are: a saliency map, a motion map and the user’s

head tracking history dataset [10]. �e outputs are the

probabilities for the tiles to be viewed by the user. �e pre-

diction accuracy is 91–92% for the prediction lead time of

one second, and 88% for the lead time of two seconds [26].

�e overhead for running the viewport prediction net-

work and the RL policy are less than 0.6ms and 0.1ms re-

spectively. �e overhead for encoding video tiles is pro-

portional to the number of tiles, and we use the 4×6 tiling
as in previous work [14, 26, 28]. Because the viewport pre-

diction network and the RL policy are trained off-line, the

overhead of the inference on the client is small, and the

proposed solution is feasible to run even on a smartphone.

4.2. Quantitative Comparison Results

We randomly split the ten videos into two disjoint train-

ing and testing subsets, each with five videos. Additionally,

the network traces used for emulating the network condi-

tions for training data are not used for testing.

�ality of Experience. In computer networking and

multimedia community, it is challenging to quantify the

quality of experience. �ere is no rigorous formulation to

compute a numerical score for the experience of an user

based on measurable values such as perceived bitrates and

rebuffering time. Following [40, 23], we experiment with

multiple values of the QoE parameters µ1, µ2, and µ3 de-

fined in Eq. (6). Specifically, the ranges of these parameters

are set to 1–8, 1–4, and 1–4 respectively. �e reward func-

tion is defined accordingly, based on the QoE parameters.

Figure 3a, 3b, and 3c plot the QoE distributions of dif-

ferent streaming methods for three different QoE parame-

ter se�ings. As can be seen, both ATRIA and ATRIA-2 have

significantly higher QoE than other methods for all param-

eter se�ings in consideration. In terms of average QoE, our

methods are 1.6 to 3.4 times be�er than Mosaic, DRL360,

and Flare. We perform experiments with different QoE pa-

rameter se�ings and observe similar results, but the plots

cannot be shown here due to the space limit.

Individual QoE Metrics. We also analyze the perfor-

mance of individual QoE metrics of difference techniques.

Figure 3d shows the average bitrate perceived by viewers

for different algorithms, where a higher bitrate is more de-

sirable. On average, the bitrate of ATRIA (and similarly for

ATRIA-2) is 1.3, 1.5, and 1.7 times higher than the bitrates

of DRL360, Mosaic, and Flare respectively.
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Figure 4: Ablation study for the importance of individual

feature types. �e QoE and video quality values decrease

if any input feature is not used.

Figure 3e shows the ratio of rebuffering for different

streaming techniques, where a lower ratio indicates a bet-

ter QoE. All streaming methods have a similar buffering

duration, which is about 1–4% of the video duration or 0.6–

2.4 seconds of 60-second video. �e quality variance is an-

other important indicator for the QoE, which measures the

smoothness of the video quality over time (lower is bet-

ter). Figure 3f shows the standard deviation across seg-

ments of a video. We note that ATRIA-2 and DRL360 have

similar quality variance values. Figure 3g plots the quality

variation within the viewport. While ATRIA and ATRIA-2

are not the best in terms of smoothness metric, they have

higher bitrates and overall QoE values. ATRIA-2 has higher

QoE than ATRIA because ATRIA allows re-downloading of

tiles to maximize the reward (i.e., previously downloaded

tile is not used). �e addition of a simple rule (the order of

tile to download) helps the agent learn faster while ensur-

ing that agent explores different actions and exploits what

it has learned.

4.3. Ablation Studies

As described in Section 3.1, the state representation of

our RL streaming algorithms incorporates eight types of

features. We evaluate the impact of each feature type by

excluding it from the state representation. Figure 4 plots

the resulting video quality and QoE values for ATRIA-2.

Removing any feature type would reduce both video qual-

ity and the overall QoE. �e most important feature is the

viewport prediction probabilities.

4.4. Generalization Ability

In all experiments described above, we have evaluated

the performance of all methods on the test videos that are

different from the videos used for training. But for many

situations, videos at a streaming server will be watched by

multiple viewers, and it not unpractical to use those videos

to train a customized streaming algorithm. �us one might

wonder if there is any performance gap for streaming a
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Figure 5: Comparing the average QoE values for streaming

videos used and not used in the training of the RL policies

for adaptive streaming.

Figure 6: QoE values for streaming different videos. In this

experiment, only Video0 is used for training the adaptive

streaming algorithms ATRIA and ATRIA-2.

video that is among the training set and a video that is out-

side the training set.

Figure 5 compares the average QoE for streaming videos

used in training and the average QoE for streaming videos

not used in training. Interestingly, the two performance

curves are similar, suggesting that it is unnecessary to train

ATRIA on any specific video and that ATRIA can gener-

alize well on unseen videos. �is is understandable be-

cause ATRIA makes the streaming decision based on the

predicted user behavior, the network conditions, and the

state of the buffer, not the content of the video. Notably, in

all experiments, the training and testing environments are

independent, emulated based on disjoint sets of real net-

work traces.

Given the good generalization ability of ATRIA, we ex-

periment with an extreme situationwhereATRIA is trained

with a single video, Video0. We compute the QoE for

streaming Video0 and other videos, and the results are

shown in Figure 6. ATRIA obtains higher QoEs on Video4

and Video8 than on the training video Video0. �is further

confirms the good generalization ability of ATRIA. Figure 6

also compares the performance of ATRIA with other state-

of-the-art streaming algorithms. As can be seen, ATRIA

outperforms these algorithms, even when it is trained with

a single video.
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(a) Coaster using ATRIA-2 (b) Coaster using DRL360 (c) Game using ATRIA-2 (d) Game using DRL360

Figure 7: Frame captures of video session for two videos each with ATRIA-2 and DRL360. Video frames at (b) and (d) show

that parts of the viewport have poor image quality (yellow rectangular areas) for DRL360.

Figure 8: Average user ratings for seven quality categories.

4.5. Subjective Evaluation: User Study

We also compare the actual quality of experience with

an user study. We follow the recommendations for sub-

jective video quality assessment methods for multimedia ap-

plications in [20]. We use a recommended method, called

Absolute Category Rating (ACR) to evaluate different al-

gorithms and to rank the video system performance and

quality levels [20]. Each user participant is presented with

test sequences, one at a time with five different methods

in randomized order. �e participant is asked to evaluate

the overall quality of each video, in a five-level scale: 5-

Excellent, 4-Good, 3-Fair, 2-Poor, 1-Bad. �e participant

is also asked to evaluate the quality of: image color, com-

pression quality, borders, image continuity, and movement

continuity. Unless all tiles are downloaded in a same com-

pression quality level, the user could view a scene with dif-

ferent quality levels. �e participant is asked if they notice

any discontinuity within a viewport and asked to rate in a

five-level scale: 5-Imperceptible, 4-Perceptible but not an-

noying, 3-Slightly annoying, 2-Annoying, and 1-Very An-

noying. �e higher the rating is, the be�er image continu-

ity within the viewport is observed.

We recruit fourteen participants (11male, 4 female, from

10–50 year old) for our user study. Each participant views

ten videos with five different methods (ATRIA, ATRIA-2,

Flare, Mosaic, DRL360) for a total of 50 videos.

Figure 7 shows some frames presented to the partici-

pants in the user study. As can be seen, the frames from the

DRL360 (Figure 7b and 7d) have much lower quality than

the frames from ATRIA-2 (Figure 7a and 7c), especially in-

side the yellow rectangular regions.

Figure 8 shows the average user ratings for several qual-

ity categories for five streaming methods. In terms of

Overall �ality, both ATRIA-2 and ATRIA exhibit supe-

rior performance compared with other methods. ATRIA-

2 is consistently rated highest in all evaluation categories.

ATRIA has higher Overall �ality, Image Color, and Im-

age �ality than Flare, Mosaic, and DRL360. Recall from

Figure 3d,ATRIA has the highest average user perceived bi-

trate. However, the smoothness variance across segments

and within the viewport is higher than that of Flare (Fig-

ure 3f and 3g). �is explains why ATRIA has lower ratings

than Flare in terms of Image Continuity, Movement Conti-

nuity, and Viewport Continuity.

5. Conclusions

We have presented two methods for adaptive stream-

ing of 360-degree videos. Unlike prior works that use

pre-determined rules for rate adaptation, our methods are

based on deep reinforcement learning, and they can dy-

namically determine which tiles to download at what qual-

ities and when, depending on the network conditions. We

have evaluated our methods in realistic se�ings that em-

ulate the real network conditions. We have compared

our methods against state-of-the-art 360-degree tiled video

streaming techniques, and showed that our methods out-

perform the othermethods by a factor of 1.6–3.4 in terms of

average QoE and a factor of 1.3–1.7 in terms of perceived

bitrates. We have also performed a subjective user study

and found that our methods have the highest overall rat-

ings among all methods. Further improvement can be ob-

tained by increasing the smoothness within the viewport,

and it will be a good direction for future work.
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