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Abstract

The growing popularity of live online classes, even in remote areas,
stresses the need for a good and seamless quality of experience
to enhance learning. However, these bandwidth-hungry applica-
tions challenge the current cellular networks to maintain consistent
bandwidth and latency. In this work, we, therefore, propose using
the collaboration of multiple devices with their individual cellu-
lar networks to support such live video streaming. We design a
content-aware system COMPACT that splits video into foreground
and background using video tiles (independently encoded spatial
blocks) and streams them over different paths. CompacT depends
on its scheduler, which exhaustively searches for the best quality
based on the network estimates. We extensively evaluate our sys-
tem using network traces while walking and traveling on the bus or
car. Compared to the single path, CompPACT manages to reduce the
median stall and E2E lag by 70.6% and 28.57%, and the tail stall and
lag by 83.9% and ~ 80% on a bus trace. Furthermore, we performed
a live experiment to test CoMPACT on the actual cellular network.
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1 Introduction

In recent years, the popularity of online learning has increased
[16, 27, 65, 95]. Students prefer using handheld devices for online
learning [1, 15] primarily due to the availability of easier internet
access on smartphones. Mobile learning enables students of even re-
mote areas to listen to lectures from renowned universities and/or
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Figure 1: A schematic view of CompacT indicating in blue
the lines for additional connectivity we intend to add.

colleges. Live video streaming is the technology serving online
learning [22, 26, 27, 34, 69, 90], supported by platforms such as
YouTube and Twitch. Such services typically provide video content
with a latency of the order of 5-10 seconds [8]. However, this growth
in live video streaming for online learning comes with the challenge
of providing students with a good quality of experience (QoE) to
enhance their learning. Since most live-streamed online classes are
interactive, where the students can ask questions either verbally
or through chat or Q&A, all the modalities (text, audio, and video)
should be in synchrony to maintain the live experience [26, 34].
The current wireless infrastructure falls short of catering to these
bandwidth-hungry video applications. Although the newer gen-
erations of wireless technologies like 5G, 6G, and WiFi-7 promise
to offer high bandwidth [18, 93, 97, 98], live video streaming still
suffers from high latency and poor QoE [40, 41, 55, 57].

Several works [32, 33, 82, 83, 86, 87, 89, 91, 99] show the poten-
tial of using multiple connections to address the shortcomings of
video streaming. Multipath streaming permits leveraging multiple
available paths in conjunction. In addition, if one path goes down or
has poor bandwidth (BW), the other can compensate, given it has
relatively superior network characteristics [61]. Most students have
access to multiple devices in their homes [3, 5, 21, 70, 77]. Live video
streaming can benefit by aggregating all these devices’ bandwidths.
We show such a system in Fig. 1 where the user has two devices?,
a phone and a laptop connected to the Internet through two dif-
ferent Internet Service Providers (ISPs). Conventional techniques
use only one device (called primary) at a time to retrieve video
packets (shown with black arrows). Having another supporting
device (called a helper) in parallel facilitates multipath transmis-
sion (shown with blue arrows). The user’s devices communicate
within themselves using WiFi Direct/WiFi Peer-to-Peer connection.
The use case for such a multi-device setup has been utilized and

! As a proof of concept, this paper shows multipath with two devices only, which can
be extended beyond. We leave it for future consideration.
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incentivized by MPBond [100], MicroCast [49], and OASIS [46], but
they did not use it for live streaming.

Current multipath live streaming techniques utilize the extra
bandwidth by distributing packets over the paths without consider-
ing the video content. Converge [32] used multipath WebRTC to
meliorate video conferencing. Furthermore, they showed that if the
current multipath protocols like MPTCP [66, 67, 85], MPQUIC [29-
31], and MPRTP [72] is used as is for live video conferencing, they
perform worse than single-path due to head-of-line (HoL) blocking
caused by out-of-order packet arrival. TwinStar [83] sends frames
in a round-robin fashion on the available paths, allocating bitrate
jointly while encoding. AggDeliv [33] optimizes congestion control
of the multiple paths to adapt them for mobile live video delivery.
However, none of these techniques considers the relevance of spa-
tial content. Therefore, these systems encode the whole content at
a lower bitrate (BR) to accommodate it within the available BW.

The Case for Content-Aware Streaming: We first argue that
the content of video matters in terms of how packets should be
scheduled over a multipath network. To illustrate this argument, we
consider the case of a classroom where an instructor is teaching. The
body, face, and gestures of the instructor are what the students focus
on the most, indicated by the fact that it has the highest saliency
[50, 78, 84]. Thus, these portions of the frames/video should have the
highest quality. Therefore, streaming should be content-aware. Note
that just cropping the face or blurring the background is not prudent
as it impairs the QoE. This is because online classes not only have
scenes with the instructor talking but also slides and whiteboards.
Besides, occasionally, we even see instructors’ videos hovering over
the background (BG) with slides. These use cases make sending and
rendering the BG with the foreground (FG) indispensable. However,
since the frequency of changes in the BG is lower and delays in
rendering the changes in the background are not as significant
as those in the instructor’s body, face, and gestures, rendering an
outdated BG suffices. Several works like [17, 20, 28, 48, 88] utilized
content awareness in sports, lectures, gaming, and surgical videos.
However, they focused only on playback speed control based on
the content type and not on scheduling over multipath networks.

Our Solution: To resolve the problem of unreliable cellular net-
works, we propose COMPACT that uses content-aware multipath
live video streaming for live online classes where we stream spa-
tially segregated video content for transmission over different paths.
For example, considering the case of the classroom, the portion
of the video containing the teacher’s face/body, the foreground
(FG), is streamed at high quality through the path with the high-
est bandwidth and least latency (referred to as the primary path).
The relatively static background (BG) content can be sent through
the path with lower throughput, referred to as the secondary path.
CoMPACT reasons rendering the current FG with the previous BG
in case the BG gets delayed, as the changes in BG are less frequent.
Since modern smartphones have two interfaces suitable for video
streaming — cellular and WiFj, it is sufficient to consider only a
binary choice (FG and BG) to obtain an efficient solution.

To segregate a video into two different categories, FG and BG, we
use High-Efficiency Video Codec (HEVC/H.265) [76] as it supports
creating spatially independent rectangular blocks in a video called
tiles (shown in Fig. 2a). Tiles can be removed, swapped, and/or
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Figure 2: (a) Video with 4x4 tiles. The foreground is high-
lighted in green and the background in blue. The video is
publicly available under Creative Commons License [54]. (b)
The bitrate of the full video is ~1.7x and ~4X the bitrate of
foreground and background content, respectively.

added independently in real-time without affecting the rest of the
video, provided the initial encoding uses tiles. Note that segregating
only the speaker is computationally intensive, requiring image
segmentation. Due to the changing BG, albeit with less frequency,
BG subtraction gives poor accuracy. Using tiles gives us coarser yet
faster FG detection using a face-detection model. We create two
subsets of tiles; one has only the FG, typically containing the face
and body of the speaker, while the other contains only the BG.

Content-aware Scheduler: Choosing the right path for the set of
tiles is crucial because a wrong decision can lead to HoL blocking
due to out-of-order delivery of tiles. For instance, if the BG tiles
reach earlier, we would still have to wait for the FG tiles, causing
unnecessary stalls. We found in our experiments that using conven-
tional schedulers like MinRTT and Musher [68], used in MPQUIC
and MPTCP, respectively, do not improve but lead to worse QoE
(§2.3). Because the number of tiles to stream should depend on
the asymmetric path characteristics. In cases where the FG set has
fewer tiles than the BG set, a few tiles from the BG can be shifted
to the FG if the path over which FG is being streamed has sufficient
BW. Since conventional schedulers lack such knowledge, they fail to
leverage the full potential of multiple available paths. Furthermore,
the quality of the two tilesets can be varied independently based
on the BW if streaming at a certain quality level is not possible.

ComprAcT utilizes its own scheduler to fulfill the above require-
ments. The scheduler keeps track of the round-trip-time (RTT) and
available bandwidth (BW) estimates of each path (we use two paths
in this paper). Depending on the RTT and the BW estimates, it
either shifts tiles from BG to FG, varies quality level, or does both.
It finds an appropriate schedule by maximizing the utility function.

We implement CoMPACT at the user level in Java using Stream
Control Transmission Protocol (SCTP) [59, 75] under the hood. We
use SCTP due to its in-order packet delivery with configurable
retransmissions at the stream level to fix transport-level HoL block-
ing. Several prior works [86, 87, 89, 91] used it for video streaming
applications. We evaluate COMPACT on the real network and in
different scenarios using traces replayed using Mahimahi [60]. We
find that CompAcT performs superior to the baselines, improving
the median stall and E2E lag by 70.6% and 28.57%, and the tail stall
and lag by 83.9% and ~ 80% on a bus trace.

Contributions: Our main contributions are as follows:

(1) We propose to leverage the different levels of importance of the
spatial regions in streaming videos for online classes. This helps
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split the videos into foreground and background categories,
which can be streamed through different network paths. To the
best of our knowledge, we are the first to utilize such spatial
segregation for multipath live video streaming.

(2) We implement our own content and path-aware scheduler to
address the shortcomings of the past multipath schedulers. Com-
PACT is open-sourced on Github? to spur further research.

(3) We evaluate CoMPACT on diverse network conditions, including
a live test on the actual cellular network. It reduces the median
stall by 3.4x and the 99th percentile tail stall by 6.2X compared
to the single path. It further improves the median E2E lag by
28.57% and tail lag by ~ 80%.

2 Background & Motivation

In this section, we first briefly discuss video tiles and their use
cases in live video streaming. We then discuss the challenges of
using tiles for multipath live streaming. Lastly, we study the use of
conventional packet-level multipath schedulers at the tile level.

2.1 Video Tiles for Streaming

Modern video compression standards like HEVC [76], AV1 [39], and
VVC [24] support encoding videos by splitting them spatially into
a grid of rectangular blocks referred to as tiles (Fig. 2a). These tiles
are treated as independent entities, i.e., they can be manipulated
without affecting the rest of the video. Due to the ease and flexibility
in manipulation, tiles are widely used in 360° and VR videos [42, 64,
74, 94]. Tiles also have the advantage that removing them reduces
video filesizes [25]. We show this in Fig. 4, where shifting a certain
number of tiles from BG to FG increases FG filesize while decreasing
BG filesize. This allows adjusting the number of tiles in each path
to handle the differences in network bandwidths. Since tiles allow
independent decoding, the FG can be rendered without waiting
for the BG to arrive, reducing the overall latency. Tiles can also
be encoded at different quantization levels, thus allowing another
parameter to adjust according to the available network BW.

The separation of spatial content into FG and BG tiles reduces
the overall video streaming bandwidth requirement. We show this
in Fig. 2b where for a total of 400 video segments (a bunch of frames
when encoded is called a video segment), the FG tiles bitrate (BR) is
~ 1.7X, and BG tiles bitrate (BR) is ~ 4X lesser than the video with
all tiles. This reduction in video bitrate demonstrates the utility
of coupling tile-based streaming with multipath networking. This
implies that if streaming a high-quality video over a single path
is not viable, resorting to FG and BG tiles for multipath streaming
makes it feasible without losing out on the quality of experience.

2.2 Tile-level versus Packet-level Streaming

Relying on tile-level streaming for live video delivery helps elimi-
nate the packet-level HoL-blocking. We intuitively show this using
Fig. 3. Consider the case of conventional multipath streaming at
packet-level, here the encoded video segments are bifurcated into
smaller packets which are distributed across the multiple paths
based on the network characteristics. At the other end (receiver-
side), all packets should be received to decode and render the
streamed segment. If any packet gets delayed, lost, or arrives out
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Figure 3: Difference between tile and packet-level multipath
streaming. Streaming at the packet level distributes packets
across the paths and mandates reception of all the video pack-
ets for video reconstruction. While in tile-level streaming,
all packets of a tile-set are streamed on a single path, making
it independently receivable and decodable.
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Figure 4: Shifting tiles from background (BG) to foreground
(FG) reduces BG video size proportionally.

of order, the whole video reconstruction is hampered, leading to
video stall/freeze. Moreover, if the paths are highly heterogeneous,
the packets of the worst path will likely get delayed. Thus, besides
reducing the video quality and scheduling fewer packets on the
worst path, there is no way to reduce video stalls.

Piggybacking on tile-level streaming helps resolve the packet-
level HoL-blocking. This is true because, unlike distributing packets
across multiple paths, in tile-level streaming, all the packets of
a tile are streamed through one single path. This eliminates the
possibility of HoL-blocking due to inter-path packet delay. We show
this in Fig. 3 where the video is divided into two tilesets, A and
B. Tileset A is streamed over Path 1 while Tileset B is streamed
over Path 2. All the packets of a tileset are sent over a single path.
Since tiles are independently decodable, even if the paths are highly
heterogeneous, the tileset reaching first can be rendered without
waiting for the other. Thus, it reduces the video stalls and allows
FG and BG to be encoded at different quality levels.

2.3 Limitations of Conventional Schedulers

Fig. 5 demonstrates the stall duration and the application level end-
to-end (E2E) lag for different packet level and tile level schedulers
(refer to §4 for details of the metrics and the schedulers’ implemen-
tation). We run the experiment on a 5-minute lecture video. We
replayed Pensieve’s [58] open-sourced bus trace files (bandwidth
patterns shown in Fig. 11b) on both paths. We note that all the
packet level schedulers PMin (MinRTT), PBF (Balanced Subflow
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Figure 5: Median end-to-end (E2E) application-level lag and
video stall duration of different packet-level (PMin, PBF, and
PMu) and tile-level (CMin, TBF, and TMu) multipath sched-
ulers compared to individual single paths (SP1 and SP2).

Completion), and PMu (Musher) incur the highest median lag and
introduce median stall similar to single path streaming. This is
evident because the path heterogeneity causes HoL blocking due
to out-of-order packet arrivals. Thus, conventional packet-level
schedulers fail to fit for live video streaming.

If these schedulers are modified to work at the tile level, then
all of them (CMin, TBF, TMu) perform better than packet-level
schedulers (PMin, PBF, PMu) and single paths (SP1 and SP2) in terms
of both E2E lag and stall. However, this improvement is marginal
because of the tile-level HoL blocking. Although the tiles sent over
the better path reach earlier, it has to wait for the rest to arrive,
causing unnecessary lag. This problem persists even if the scheduler
is content-aware, as illustrated by CMin (Content-aware tile-level
MinRTT) being worse than TBF (tile-level balanced subflow). This
example shows that being content-aware is not enough. This is due
to the dependence of the FG on the BG. TBF achieves a superior
tradeoff among all conventional schedulers. It manages to do so
because it tries to equalize the completion times (time to send all the
tiles of a set) of tiles across paths. TMu (tile-level Musher) behaves
similar to CMin even though it distributes tiles in proportion to the
available bandwidths. Therefore, content-aware schedulers need to
distribute the tiles well to minimize the completion time.

2.4 Challenges of Using Tiles

While using tiles for multipath live streaming has advantages, three
major challenges are associated with tile-level live streaming.

C1) Content-Obliviousness of Tiles: Tiles themselves do not
have any knowledge of their content. Using an arbitrary splitting
technique to get FG and BG sets leads to suboptimal performance
(discussed in §5). Since there is no foreground and background,
the receiver device is, therefore, obliged to wait for all the tiles
to arrive before stitching. This causes unwanted HoL blocking
leading to high E2E lag and stall. Thus, it is imperative to divide
tiles depending on the content so that if only the FG tiles reach, it
is renderable with the recently cached BG tiles.

C2) Requirement of Fair Allocation of Tiles: After creating
two sets of tiles, the BG can have more tiles than the FG. Since we
stream BG over the low bandwidth path, it may not fit within the
bandwidth limit. In such cases, instead of encoding the BG tiles
with a lower bitrate, some of its tiles can be allocated to FG because
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shifting reduces filesize (Fig. 4). Such relocation of tiles gives the
opportunity to stream BG tiles at relatively higher video quality
as they are shifted to the FG tileset. It is, therefore, crucial for the
system designer to consider appropriate tile allocation.

C3) Dependencies among FG and BG Tiles: Upon receiving all
the tiles, the receiver stitches them as a single video and renders
them on the screen. However, delayed reception of BG tiles can
cause unwanted video stalls and HoL blocking. Although playing
only the FG tiles is possible, it leads to worse QoE. It is important
to break the strong dependency between FG and BG tiles.

3 Design of CompacT

CoMPACT’s design is based on the following key observations: (1)
at a particular time and location, all ISPs generally do not suffer
equally from poor throughput [35], (2) a significant number of
people often carry multiple smart devices that can be collaborated
to leverage their aggregated bandwidth [77], (3) background in live
online classes is mostly static, and changes are less frequent than
the foreground, therefore, FG can be rendered with an outdated BG,
(4) content-aware segregation of tiles allows streaming at a higher
bitrate (better quality), and (5) BG can be encoded at a lower bitrate
than FG because people pay more attention to FG [20, 48].

3.1 System Architecture

We show CompACT’s architecture and workflow in Fig. 6. At the
streamer side, the camera sends raw frames to the system where FG
Detector identifies the tiles containing any human face using a DNN
(84). Thereafter, the Scheduler uses the marked tiles to create FG
and BG sets with tile indices. Based on the network statistics (RTT
and BW), the scheduler decides what quality/bitrate to keep for
the two categories (FG & BG), along with the number of tile shifts
if needed (§3.2). Besides, it chooses the path with the minimum
completion time = (g + %
stream the FG tiles. The other path is called the secondary. BG tiles
need not be streamed through the helper device only. It can be sent
through the direct path too, depending on the network characteristics.
Finally, Scheduler notifies the Tile Segregator, which passes the
raw frames received from the camera to the FG and BG encoder to
generate two tiled video segments, one for FG and another for BG.
These encoded segments are stored in their corresponding sending
queues (FG Segment Queue and BG Segment Queue). Although, called
FG Tile Encoder, the encoded segments can also have a few relocated
tiles of BG. Subsequently, the Streamer module streams the video
segments from the queues over the network through primary and
secondary paths. In addition, it performs another important task
of maintaining the network’s RTT and BW estimates of each path
using separate probe channels discussed in the next subsection. The
Helper Device just relays the received tiles to the Primary Device.
As on the streamer side, the received tiles are first stored in
queues on the primary device (where the user watches the video).
The decoders for FG and BG fetch the segments sequentially from
these queues and pass on the decoded frames to the Tile Stitcher.
On receiving the FG and BG frames, the stitcher clubs these two
subframes together to play as a single video (shown in Fig. 7). At
times when the BG segments get delayed, the stitcher uses the last

), called the primary path, to
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Figure 6: Architecture and workflow of CompAcCT.

rendered BG stored in BG Tile Cache for rendering. The Receiver
module communicates with the Streamer to echo back probe packets
required for network RTT and BW estimation.

To get the right schedule, having a good enough estimate of
network characteristics like RTT and BW is crucial. We create a
total of four probe channels, two for RTT and two for BW. To esti-
mate the RTT of each path, we send timestamps from the streamer
machine to the primary, which is echoed back. The difference be-
tween the receiving time and the sent timestamp is the RTT. We
attach timestamps in the custom headers of the sent video segment
tiles to probe the network BW. The primary device dissects the
header and replies with the demarcated timestamp. We use this
timestamp to calculate the total sending time to infer network BW.
The instantaneous RTT and BW are noisy in nature. Similar to prior
works [45, 96], we use the harmonic mean (HM) of the past five
values to smoothen the estimates.

Once the tiles are streamed from the sender based on an appro-
priate schedule, they might arrive at different moments of time at
the primary device. If the BG tiles are delayed too much (more than
inter-frame delay), it can lead to stalls because we cannot render
the FG tiles alone. Therefore, we need some way to handle the
out-of-order arrival of the two sets of tiles. In online classes, the
background (slides, whiteboard, or texts) is mostly static, and the
changes are less frequent than those of the speaker (foreground).
Therefore, the same BG can be rendered for multiple foregrounds.
This opens the possibility of breaking the tight coupling between FG
and BG tiles. In cases where the BG tiles are delayed, the previous
BG can be stitched along with the current FG tiles to render.

3.2 Tile Scheduler

We now discuss our content-aware scheduler. Once we get the two
sets of tiles for foreground (FG) and background (BG), respectively,
timely delivery of both of them to the player side is crucial. Any
delay caused increases the stall duration between two consecutive
segments. For a video encoded at 25fps, the inter-frame delay 9 is
40ms. Any extra time required beyond 40ms is, therefore, considered
a stall/freeze. To have the best quality of experience, the quality
(bitrate) of the played video should be highest with the least stall and
quality switches within and across the segments. Borrowing from
prior works on tiled streaming [62], we define a utility function
to capture users’ QoE as a weighted sum of user-perceived video
quality, stall, inter and intra-segment quality switches.

Let there be total N tiles with m tiles in FG and n tiles in BG set.
The variables Qg and Qpg denote the quality defined in terms
of the video quantization parameter (QP) of tiles in FG and BG,
respectively. Let the size of each tile in FG and BG be RrG (Qrg) and
RpG(Qpg) for a certain quality level Qrg and Qpg of foreground
and background.

(b)

(@)
Figure 7: Tile stitching: (a) background tiles and (b) fore-
ground tiles stitched into a single video in subfigure (c).

Filesize of Tiles: We note that our scheduler maps all tiles of FG
and a limited number of tiles of BG to the primary path. Assuming
a total of o BG tiles use the primary (i.e., the higher BW) path, the
data Fp and Fg sent through primary and secondary paths are:

Fp = RrG (QrG) Xm+RpG (QBG) X0; Fs = Rpg (Qpg) X (n—o) (1)

User-perceived Video Quality: The video quality Q; of a segment
t, the user observes, depends on the quality of the FG and BG tiles
rendered. Mathematically, if 1 and f, denote the weights given to
the quality of FG and BG, respectively, the video quality Qy is:

Ot = p1OFG + B20BG
= p1(m+0)q:(Ipc) + P2 (n — 0) (1 (K)q: (Igg) — p(1)) (2)

Here, the function g;(.) returns a normalized quality value for a
given quantization level [rg and Ip¢ for the FG and BG, respectively.
In case of delayed delivery of BG tiles beyond a threshold, the player
can choose to render received FG tiles by stitching them with the
previous segment’s BG tiles, caching the current ones. This depends
on the completion time captured using the indicator function 1 (K)

Whichislif((RTzTS + BF—‘:,S) - (RTZTP + BFTPP)) < §else 0. The path

with the least completion time is referred to as the primary path P
where FG tiles are scheduled. Here, BWp and BWs are the estimated
bandwidths, and RTTs and RTTp are estimated RTTs of primary
and secondary paths, respectively. p(t) = max(Q;) penalizes if the
BG tiles of past segments are rendered. We set 1 and f to 0.6 and
0.4, respectively to prioritize FG tiles.

Quality Switches: The quality levels of the tiles on the player side
can be different across and within a segment. There should be a
graceful degradation of quality for better QoE. We use I; and I to
penalize abrupt changes to control inter-segment and intra-segment
quality switches, respectively. We define these as:

®)

I = 1Qrc — QBcl = 19:(IrG) — q:(IpG)| 4
Stall Duration: The stall duration depends on the completion time
of a video segment. A stall occurs when the tiles of the current
segment reach after the play time of the previous segment P;_;.
Therefore, assuming primary path (P) is the fast path, for a segment

I = |Qr = Q¢-1l = 19t (Ir6+BG) — 9t-1(IFG+BG)|
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t the stall L; can defined as:

s [T 1 (T, )
2 BWp 2 BWg
Lt = max((Kmax — Pr-1 = 6),0) (6)
Here, Kjngyx is the maximum of the sending times on the primary
and secondary paths, indicator function 1(K) becomes zero when
all BG tiles are shifted to FG, otherwise, it is one. The objective of
the scheduler is to split the total tiles into primary and secondary
paths in such a way as to maximize the utility function below.

Maximize Utility = 01Q; — apl1 — asly — asLy — a5S;  (7)

Here, S; is the absolute difference in the number of tiles shifted
from the background to the primary path between the last and the
current segment. It refrains from abrupt tile relocations between
two adjacent segments. We borrow the weights assignment strategy
of [19, 58] keeping a1 = max(Q;), a2 to a4 equal to 1, and make
as = 0.1. We use an exhaustive search over all possible tile shifts,
FG, and BG QP changes to get the right schedule for every segment,
which takes <= 1ms.

Moreover, we need to estimate the filesize of tiles for each QP
value while scheduling because the segment is encoded after getting
the right schedule. To estimate the filesize, we rely on Fig. 8, which
depicts that for a QP reduction of 3, the filesize/bitrate increases by
1.2X. We use the filesize of the previously streamed segment and a
multiplying factor of 1.2 to approximate the filesize for every QP
during the exhaustive search.

4 Implementation

We implement the host/streamer and the joinee/viewer side of the
CoMPACT in Java. We use a Linux machine as the host device and
another two Linux PCs as helper and primary devices. We now
discuss each of the components in detail.

(1) Video Encoding: Since CoMPACT uses tiled videos for stream-
ing, we use an open-source HEVC encoder, Kvazaar [80], to
encode the raw frames into a grid of 4 X 4 tiles. Other configu-
rations are also possible. However, we empirically found this
configuration works well for us as it balances encoding over-
head and stitching complexities similar to prior works utilizing
tiles [25, 36]. Our encoding pipeline begins by capturing raw
frames from the screen (simulating camera) using FFmpeg [2].
We then encode these frames into a tiled HEVC video. We use
GPAC [52] for tile manipulation and packing segments into an
mp4 file. This process repeats for each video segment. We keep
the framerate fixed at 25 (used by most live video streaming
works [9, 32]). Each segment contains four frames balancing

Shubham Chaudhary et al.

(a) Video 1

(b) Video 2
Figure 10: Screenshots of the four videos used for evaluations.

(c) Video 3 (d) Video 4

encoding time and compression efficiency. We note from Fig.
9 that segments with 4 frames have approximately the same
mean filesize as 2 frames, but it escalates faster from 6.

(2) Foreground Detection: We argued in §3 that CoMPACT is
content aware. We use a pre-trained ResNet model available at
[7] for face detection to detect the FG content. Once we have
the coordinates of the bounding boxes of the detected faces, we
identify the tiles containing these boxes and consider them the
FG tiles and the rest the BG tiles. In the case of presentation
slides, the model detects no human face, we keep a horizontal
split with eight tiles in both FG and BG.

(3) Transport Layer: We use Stream Control Transmission Pro-
tocol (SCTP) to stream the video segments because it provides
in-order delivery, configurable retransmission, flow, and con-
gestion control. We use UDP under the hood for all the control
channels. Apart from SCTP, QUIC [51] is another transport
protocol that precludes transport layer HoL-blocking. QUIC is
built on top of UDP borrowing ideas from SCTP. Since SCTP is
a relatively older protocol, multiple live-streaming techniques
[44, 81, 86, 87, 89, 91, 92] have used it. QUIC, till date, is mostly
explored in video-on-demand setups. We intend to explore the
feasibility of its multipath variant [29-31] in the future.

(4) Helper & Primary Device: The helper’s job is just to relay
the received tiles to the primary device. To keep the overhead
minimal, we use the Linux utility socat (SOcket CAT) [6], which
acts as a socket-based bidirectional stream relay running on the
helper. The primary device receives all the tiles, stitches, and
plays them. Once the tiles of both paths are synchronized, we
use OpenCV to stitch/join and render the FG and BG tiles.

The different tasks performed on the streamer and the receiver
devices are asynchronous. We use multi-threading to parallelize the
tasks. For instance, the video segment encoder can independently
capture and encode videos, while the sender thread can parallelly
stream the encoded videos. The encoder should not wait for the
sender thread to complete sending. We use evicting queues? of size
two to exchange information between threads.

Baselines: We compare ComPAcT with the different conventional
schedulers at both the packet level and tile level. All the tile-level
schedulers, except CMin, are unaware of the video content.

1) Single Path: For the single path, we always stream on one of the
paths without any scheduler. We denote as SP1 when using only
Path 1 and SP2 when streamed on Path 2 only.

2) MinRTT: This is the default scheduler in MPQUIC and MPTCP.
At the packet level (PMin), it sends all the segments’ chunks (MTU
size packets) through the path with minimum RTT. We even make
it content-aware at the tile level (CMin) to show that without tile
shifting and out-of-sync FG and BG playback, it behaves similar to
oblivious tile-level schedulers. CMin sends FG tiles to the minimum
RTT path and BG tiles to the other one.

3FIFO queues with auto-dequeuing on exceeding queue size are referred to as evicting
queues.
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Figure 11: (a) Screenshot showing both the streamed digital clock and the local one. We record only the portion inside the yellow
box for text detection to calculate lag. (b), (c), and (d) depicts the bandwidth patterns of the replayed trace for the experiments.

3) Musher: This is another MPTCP scheduler that allocates packets
proportional to paths’ bandwidth (PMu) [68]. At the tile level (TMu),
we assign tiles based on the available bandwidth of the paths.

4) BFlow: We implement balanced subflow completion (DEMS
[37]) at both packet (PBF) and tile level (TBF). The core objective of
BFlow is to minimize the difference between the completion times
of the sent data (packet for PBF and tiles for TBF) on both paths.
Dataset: We selected four lecture videos from YouTube [11-13, 43],
each lasting 4-5 minutes. Fig. 10 shows screenshots of the videos
used for the experiments. The videos have a mix of scenes, with
Video 1 having two speakers delivering a lecture. Video 2 and Video
3 have one speaker in the FG with different BGs. Video 4 is similar
to Video 3, with the only difference being that it has slides showing
up frequently. We used these videos as they represent the typical
online class setup and provide us with sufficient diversity to check
the robustness of our technique. For each session, we replay these
downloaded videos with a live digital clock to calculate E2E lag.
Performance Metrics: For extensive evaluations, we employ E2E
lag and video stall to quantify the quality of experience. We do not
report the quality of baselines individually in the evaluation because
we kept it identical to CompAcT. This ensures a fair comparison of
factors, such as end-to-end latency and stalls. Thus, we first ran
CoMmpACT, logged its FG and BG quality for each segment, and then
reused it in all other baselines while streaming.

Our application-level E2E lag is defined as the difference between
the time a frame appears on the streamer screen/camera and when
it reflects on the viewer’s screen. It depicts the actual lag that the
user perceives. To measure E2E lag, we follow the strategy shown
in [79], where we put a live digital clock on the video we stream.
We also run the same clock on the receiver end and put it on the
playing video. Afterward, we use a screen recorder to capture only
the portion of the screen displaying the clocks (yellow box in Fig.
11a). Thereafter, we extract frames from the recorded video and run
PyTessaract [53] OCR to recover the clocks’ text. The difference of
the detected texts is the E2E lag. While recording the clock texts,
we reduced the capture rate to 10fps to reduce the number of
OCR inferences, which is time-intensive. Note that we discard a
few frames where the OCR fails to detect texts (= 8% on average).
Our stall represents the inter-segment delay, which is the interval
between the render time of the last frame and the first frame of two
consecutive video segments.

5 Evaluation

We now discuss COMPACT’s performance under various network
conditions and the overheads of its different components.

5.1 Trace-driven Results

To extensively evaluate CompACT under various network conditions,
we use trace files [14] open soured by Pensieve [58] collected while
traveling in a bus and a car. Besides, we even collected two walk-
ing traces ourselves. We chose these traces to evaluate CoMPACT
under challenging network cases with high bandwidth fluctuations
and RTTs. Since many countries in the world still witness poor
bandwidth (< 3Mbps) [10, 73], we scale down the bus and car trace
accordingly to the same range to evaluate for such scenarios. We
report the bandwidth patterns in Fig. 11. In each case, we replay
two traces of the same category on the two available paths using
Mahimabhi. If a trace ends early, it gets replayed automatically. We
show the video stall and E2E lag in Fig. 12.

Stall: When streaming over a single path, we note that the median
stall reaches 180ms on all traces. The median performance of packet-
level schedulers (PMin, PBF, and PMu) is similar to or slightly worse
than single paths. This is due to the HoL blocking caused by the
out-of-order delivery of packets because of path heterogeneity.
Therefore, packet-level schedulers fail to leverage the benefits of
multiple paths. The network characteristics of bus and car traces
are distinct, therefore, the tail values (99th percentile) of single
paths differ by ~ 3x while on walk trace, it is almost the same
for packet-level schedulers and single paths. Except for the PMin,
the rest of the packet-level baselines experience larger tail stalls.
Since PMin picks the path with minimum RTT to stream all packets
through that path only, it manages to avoid out-of-order packets.

At the tile level, conventional schedulers reduce the median
stall by at least 35% compared to the best single path (single path
with the least stall) and observe a lower stall than packet-level
baselines. Even the basic content-aware tile-level MinRTT (CMin)
scheduler shows a trend similar to oblivious tile-level schedulers
on all traces, validating that mere content awareness is insufficient.
Tile-level schedulers are superior to packet levels because tiles
intended for a path are sent only through that path, thus completely
removing inter-path HoL blocking because only smaller size BG is
scheduled on poorer paths, unlike packet levels that do not consider
this. However, the tail stall still dominates due to the dependency
between FG and BG tiles.

Compared to all baselines ComPACT induces the least median
and tail stall with 48ms and 245ms, respectively, on the bus trace,
59ms and 379ms on the car, and 59ms and 307ms on the walking
trace. On the bus trace, it experiences 3.4X less median stall than
the single path best, 3.5% lesser than the best packet-level scheduler
(PBF), and 2x than the best tile-level scheduler (TBF). Similarly, the
reduction is 2.9% (single path best), 2.4x (PBF), and 1.9% (CMin) on
car trace and ~ 3X (single path best), 3x (PMin), and 1.9x (CMin)
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Figure 13: Out-of-sync Play-
back: shows the proportion
of time FG and BG tiles
played out-of-sync.

for the walking trace. In terms of tail stalls, on the bus and car
traces, COMPACT manages to reduce it by at least 1.5X compared to
the single path best and packet-level best, while 2.6 in contrast to
tile-level best. On walking trace, its tail is 44ms smaller than TBF
(best) and 84ms than PMin. The asynchronous playback of FG and
BG tiles of CoMPACT helps alleviate the video stalls dramatically.
E2E Lag: In terms of E2E lag, on all traces COMPACT experiences ei-
ther the least lag or is comparable to tile-level schedulers. However,
in terms of tail lag, it is always better than TBF and TMu on all the
traces. The lag (median E2E lag) of single paths and packet-level
baselines is almost similar in all the scenarios. Tile-level schedulers
are marginally better than packet levels in terms of lag. Except
for MinRTT (PMin and CMin), the rest of the schedulers witness
large tail lags on the car trace. Since the bandwidth is superior in
our collected walking trace, all the schedulers manage to keep that
median lag below 1s and tail lag below 4s.

CoMmpAcT’s median lag is 28% lower than single path best, 23%
than the lowest of packet-level schedulers, and similar the lowest
of tile-level. Compared to TMu and TBF (both perform almost the
same), the 99th percentile lag is 1.7X, 1.1X, and 2.5X less on bus, car,
and walking trace, respectively. We note that all the schedulers are
consistently better on the walking trace due to the higher bandwidth
(Fig. 11d). The evenness vanishes when the paths’ characteristics
differ under the bus and car trace. Due to the same streaming video

quality, all schedulers encounter a similar median E2E lag. All the
above observations vouch for using tiles and multipath-based live-
streamed classes.

Out-of-order FG and BG stitching: In the cases where BG gets
delayed, CompAcCT stitches the current FG with the cached most
recent BG. This helps significantly reduce video stalls and lag. We
quantify in Fig. 13 the number of times such out-of-order stitching
occurs while running each of the traces for all four videos. We
note that these out-of-sync playbacks happened 46.8%, 43.6%, and
40.3% on the bus, car, and walk trace, respectively. These events are
fewer on the walking trace due to the more consistent bandwidth
compared to the bus and car traces.

Perceived Video Quality: For all the packet and tile-level sched-
ulers, the player renders the streamed video without any changes.
Therefore, there is no scope for quality degradation compared to
the encoded video streamed from the streamer. However, COMPACT
stitches the previous BG in case it gets delayed. Now, we show
that such asynchronous stitching does not hurt the user experience
because the BG remains mostly static. VMAF is known to capture
human-perceived video quality more accurately than PSNR and
SSIM. Therefore, we report the VMAF score. We show the mean
video quality of all four videos perceived by the viewer in terms of
VMATF score [23] for the bus trace in Fig. 14. We utilize the open
source [4] implementation of VMAF for calculations. We note that
compared to the baselines, the VMAF score of CompacT drops
marginally by 8.15% even though it renders a previous BG 46.8%
(Fig. 13) of the time on the bus trace. This implies that although
out-of-order FG and BG stitching theoretically degrades the video
quality, it is marginal in practice. Note that the quality for all the
baselines remains the same because we use the same streaming
quality for all of them.

5.2 Adaptability to Path Fluctuations

To validate CompAacT’s adaptability to drastic and abrupt network
fluctuations, we create two traces for each path. We fixed Path1’s
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Figure 16: (a) shows our live experiment setup. CompACT
observed (b) stall and (c) E2E lag while streaming over the
actual cellular network during the live experiment.

bandwidth to 1.6Mbps and Path2’s to 1.2Mbps with a standard
deviation of 10Kbps. We make the Path2’s bandwidth suddenly dip
to 100Kbps. We replay these traces and run CompAcT for 4 min on
a video with only slides. To confirm the desired trace patterns, we
run Iperf to get the bandwidths of both paths in Fig. 15.

To capture CoMPACT’s response to the abrupt change in the BW,
we show the number of tiles scheduled on each path in Fig. 15.
We observe that before 135s, our scheduler distributes the tiles
proportionally to the paths’ estimated bandwidths. However, soon
after, when Path2 went down, CoMPACT detected the change and
adapted accordingly by gradually shifting most of the tiles to Pathl
only, demonstrating robustness to sudden network variations.

5.3 Live Experiment

For the live experiment, we run CoMPACT on the actual cellular
network. As shown in Fig. 1, we keep the same setup and use three
Linux desktops: one acting as the streamer to live stream videos
(with 15th Gen Intel i7 having 16GB RAM), another as the helper
(with AMD Ryzen 5 with 16GB RAM), and the third one as the client
playing the video (equipped with 12 Gen Intel i7 with 32GB RAM).
All machines access the internet through the cellular network ob-
tained using three smartphones via USB tethering. Furthermore,
we connect the primary and helper desktops together using a sepa-
rate WiFi connection to relay the tiles. In actual deployment, the
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Table 1: Overheads of different components of CompacT

Encoding | FG Detection | Scheduling | Stitching
277 ms 56 ms 1 ms 1 ms

application on the primary can be made to discover and connect to
available helper device. Like trace-driven experiments, we streamed
one of the four videos running a live digital clock to get E2E lag and
stall (reported in Fig. 16). We utilized the publicly accessible IPv6
addresses from the helper and the client to connect to the streamer.
We note from Fig. 16 that the experienced median stall is 28ms with
a tail of 1055ms. The median lag is close to 1s with a tail latency of
3.75s. The mean QP for the FG and BG tiles during the streaming
was 33. Here, the lag values are worse than trace-driven results
because of the poor cellular network with a mean BW and RTT in
order of 833.4Kbps and 425ms, respectively.

5.4 Microbenchmarks

Overheads: We log in Table 1 the mean overheads (in ms) of each
individual component of CompacT. We observe that scheduling and
stitching take almost negligible time of 1ms. Tiled video encoding
incurs greatest latency due to the software-based encoder Kvazaar.
We rule out using a faster preset as it degrades the final video
quality. Moreover, screen capture using FFmpeg also contributes to
the encoding overhead.

Our encoding happens in two steps: raw frame capture and
HEVC encoding, and FG and BG generation, where the former
takes most of the time (> 85%). On average, the model used for
foreground detection takes 56ms to recognize human faces in the
streamed videos. We parallelize detection with the frame capture
thread to amortize this overhead.

Video-wise Results: We show CompACT’s median lag and stall on
individual videos in Fig. 17 for the bus trace to show the effect of
different video types. Video1 consists of two speakers with no slides,
and the other three videos have only one speaker. Specifically, in
Video2 and Video3, the instructor uses slides to convey whatever he
is teaching. Video4 has animation playing in the video in between.

We note that CoMpACT provides consistently lower lag and stall
compared to the baseline schedulers on all the videos. All the packet-
level schedulers incur stalls similar to single-path streaming, thus
failing to benefit from multiple paths. Due to the absence of inter-
path out-of-order packet delivery, tile-level schedulers are better
than packet-level schedulers. Among the tile-level schedulers, CMin
gives the least stall. The out-of-order playback helps CompACT to
have the least stall. Since only Video2, Video3, and Video4 have
frequently changing screens from slides to the speaker, they are
encoded at a relatively higher bitrate than Videol. Therefore, the
EZ2E lag and stall are highest for them for SP2 (worse path).

6 Related Works

Content-aware video streaming: Streaming a video with consis-
tent quality over a cellular network is difficult due to its random
variations in bandwidth, loss, and latency. HotDASH [71] relies
on the notion of temporal content awareness for adaptive video
streaming. They decide the video’s encoding rate based on the net-
work characteristics. This can lead to poor streaming quality due
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to the limited bandwidth of the single path. Works like [63, 94]
prioritize content based on user viewport for quality adjustment
in 360° videos using tiles. ZGaming [88] predicts frames based on
content type to improve cloud gaming. However, none of these
works employ multipath.

Multipath Video Streaming: Several works [56, 82, 86, 87, 89, 91]
utilized multipath to bolster the video streaming performance.
XLINK [99] improved the quality of short video streaming us-
ing MPQUIC. MPDASH [38] employs MPTCP [66, 67, 85] to use
multiple interfaces while streaming video adaptively. MPRTP [72]
creates multiple subflows to deliver media packets over multiple
paths. However, live streaming is more challenging than video-on-
demand due to its tight deadline requirement. Converge [32] and
TwinStar [83] used multipath WebRTC for live video conferencing
and live cloud gaming, respectively. AggDeliv [33] optimize conges-
tion control in MPQUIC for mobile live video delivery. Chorus [56]
integrates adaptive bitrate streaming with multipath networks to
optimize the quality of experience. However, none of these works
utilize content-awareness to address the packet-level HoL blocking.
Multipath Schedulers: There have been several multipath sched-
ulers like Musher [68], DEMS [37], ECF [47], and DAMS [101]
proposed, which work at the packet level. Although DEMS and
DAMS consider the deadline requirements, they are incognizant
of the content of the packets. Thus, they fail to mitigate inter-path
HoL blocking at the application level. Employing these schedulers
in live video streaming worsens the situation (§2.3). Therefore, the
scheduler tailored for live streaming should be content-aware to
distribute packets well across multiple paths.

7 Discussion and Limitations

Having multiple peers: CoMPACT currently supports peer-to-
peer video streaming with only one participant. Extending to a
multi-participant setup will require getting the network statistics
of each attendee for scheduling. This can incur overheads on the
streamer side. We intend to look for possible mitigation strategies
to amortize the overheads.

Catering to diverse applications: Currently, we show results for
live online classes. However, the setup can serve different applica-
tions. The major challenge is correct foreground detection, which
depends on the video application. A possible direction is to use a
saliency-based FG segragator. Moreover, COMPACT captures a few
frames and encodes them as segments (similar to HTTP low latency
live streaming) that are streamed over different paths. Although
the encoding is parallelized using pipelining, the encoding over-
head of the first segment dominates, leading to large latency. One
possible mitigation strategy is to stream on a frame basis, as done
by WebRTC. Here, frames are captured, encoded, and streamed

continuously in real time. Such an architecture can make CompACT
suitable for video conferencing-like applications.

Accurate bandwidth estimation: Our scheduling decision relies
on bandwidth estimation. An underestimation causes poor quality,
and overestimation can lead to unwanted video stalls. COMPACT cur-
rently uses a relatively simple technique of bandwidth estimation,
leaving the use a of more sophisticated and accurate predictor for fu-
ture work. An accurate predictor can provide better link utilization,
albeit at the cost of more computation.

Scope of using feedback from primary device: One way to
address inaccurate bandwidth estimation is to incorporate feedback
from the primary device. On receiving a complete video segment,
the receiver can send the completion time and other QoE metrics
as part of the feedback, which the streamer can utilize to offset its
bandwidth and scheduling inaccuracies. Such feedback has been
shown to work well by works like Converge [32] and XLINK [99].
We intend to explore appropriate feedback metrics and mechanisms.
Energy aware scheduling over the other device: Utilizing mul-
tiple devices for collaboration comes with the cost of additional
energy consumption. However, as validated by [100], the energy
vs. performance improvement tradeoff amortizes the additional
overheads. COMPACT can address such overheads by incorporating
an appropriate utility function that puts a constraint on the amount
of data and energy drawn from the helper device. We intend to
explore designing such a power-aware scheduler in the future.

8 Conclusions

In this paper, we propose a system CoMPACT for live video stream-
ing intended for online classes over cellular networks that utilize
multiple devices at the user end to distribute video tiles. We ob-
serve that the conventional packet-level scheduler incurs inter-path
HoL blocking. Therefore, CoMPACT utilizes a video content-aware
scheduler that splits a video into foreground and background using
tiles and sends these tiles over different network paths. We evalu-
ate CoMPACT under various network conditions using simulated,
controlled, and real setups. On a bus trace COMPACT manages to
limit the median stall by 3.4X and the tail stall by 6.2x compared to
the single path. It also reduces the median E2E lag by 28.57% and
tail lag by ~ 80%. CoMmpACT, therefore, is likely to increase access
to education in connectivity-challenged regions.
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